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SUMMARY
The ability of ecosystems to withstand disturbances and maintain their functions is being increasingly tested as rates of change intensify due to climate change and other human activities. Microorganisms are crucial players underpinning ecosystem functions, and the recovery of microbial communities from disturbances is therefore a key part of the complex processes determining the fate of ecosystem functioning. However, despite global environmental change consisting of numerous pressures, it is unclear and controversial how multiple disturbances affect microbial community stability and what consequences this has for ecosystem functions. This is particularly the case for those multiple or compounded disturbances that occur more frequently than the normal recovery time. The aim of this review is to provide an overview of the mechanisms that can govern the responses of microbes to multiple disturbances across aquatic and terrestrial ecosystems. We first summarize and discuss properties and mechanisms that influence resilience in aquatic and soil biomes to determine whether there are generally applicable principles. Following, we focus on interactions resulting from inherent characteristics of compounded disturbances, such as the nature of the disturbance, timing,
The ability of aquatic and terrestrial ecosystems to withstand disturbances and maintain ecosystem functions is being increasingly tested as rates of environmental change intensify due to climate change and other human activities. The drivers of change are diverse and may differ from ecosystem to ecosystem. For example, 20% of China’s farmland is contaminated with heavy metals, and salinity is reducing the production potential of up to 46 M ha yr\(^{-1}\) (1). In Europe, there are more than 650,000 terrestrial sites that are expected to be contaminated (2), while assessment of 1,511 sites in Europe’s seas revealed that 93% of them are contaminated by hazardous substances (3). Although individual trajectories may differ, air, water, and soil pollution have continued to increase, and the compounding effects of drivers such as climate change, land-/sea-use change, overexploitation of resources, and pollution are likely to exacerbate the negative impacts on ecosystem functions (4). Therefore, there is a growing interest in understanding the cumulative impact of compounded disturbances in the world’s ecosystems, since interactions between multiple disturbances can generate complex and nonadditive effects (5, 6).

Microorganisms are crucial players underpinning ecosystem functions, primarily because of their involvement in biogeochemical cycling, in marine (7), freshwater (8), and terrestrial (9) ecosystems. While it has been stated that microbial diversity is never so impoverished that the microbial community cannot play a full part in biogeochemical cycling (8), more recent studies have linked loss of microbial taxa to the impairment of ecosystem functions (10, 11). Furthermore, the importance of biological diversity for ecosystem functioning increases as more functions, i.e., multifunctionality, are considered, a trend that is consistent throughout aquatic and terrestrial ecosystems (12–14). The recovery of microbial communities from disturbance is, therefore, a key part of the complex processes determining the fate of ecosystem functioning in response to disturbances resulting from changing climatic conditions and increasing human activities (15). However, despite global environmental change consisting of numerous pressures, most studies have investigated only one or two factors, and the effects of compounded disturbances on microbial community composition and functions are unclear and controversial (5, 6) (Fig. 1). Previous reviews of microbial resilience and stability focused mostly on the effects of a single disturbance to provide excellent insight into the drivers of microbial community stability (15–17). Here, we therefore focus instead on compounded disturbances and aim to provide an overview of the mechanisms that can govern the responses of microbes to multiple drivers of global change and how interactions between disturbances can modulate the response to disturbance. We first summarize contributions from recent studies related to microbial resilience mechanisms and discuss ecosystem-specific properties and mechanisms that influence resilience in aquatic (more specifically, pelagic) and soil ecosystems to determine whether there are generally applicable principles. Based on this, we then discuss the effects of multiple disturbances and highlight the importance of the inherent characteristics of sequences of disturbances in determining the disturbance responses of microbial communities.

RESILIENCE, A FUZZY CONCEPT

The whole resilience subject area is fraught with myriad definitions and the broadened understanding through general use of originally tightly defined terms (such as “resilience” itself) (18). Resilience to a disturbance can be defined in two ways: (A) as engineering resilience, which is the rate at which a system returns to the original state, and (B) as ecological resilience, which is the disturbance required to move the system...
from one stable to another, i.e., alternative, stable state (17). Most studies in microbial ecology have so far used the engineering resilience concept (17). Generally, it has been suggested that the terms “resistance and recovery” should be used to assess resilience (19, 20), and there is also increasing recognition that the two concepts (ecological and engineering resilience) have many synergies when different temporal and spatial scales are considered (21) and should be unified (22). Song et al. (23), for example, sought to reconcile the engineering and ecological definitions of resilience in microbial communities by recognizing that they display both elastic (i.e., engineering) and plastic (i.e., ecological) resilience and advocated combining the two concepts by a focus on functional resilience. Likewise, Todman et al. (24) took a more general approach and defined four quantitative resilience metrics (degree of return, return time, rate of return, and efficiency) that together with resistance can be used to describe the response and recovery of microbial communities to disturbance. This is also in line with the recognition that stability is a multidimensional concept (25) that needs to include several descriptors, such as resistance, recovery, (engineering) resilience, and temporal stability, the latter reflecting that recovery is not necessarily a smooth trajectory but can vary in time (26) (Fig. 2). It is also important to highlight that accurate differentiation and quantification of resilience and stability metrics require the collection of highly resolved time series data after a disturbance.

Since microbial communities can be resilient in terms of their composition, functioning, or both (Fig. 2), 4 extreme scenarios have been used to describe the
compositional and functional recovery from a disturbance (27): full recovery (both composition and function recover to the original state), full physiological adaptation (composition recovers but function does not), full functional redundancy (function recovers but composition does not), and no recovery (neither composition nor function recover to the original state). More realistically, trajectories of incomplete recovery are likely to be found due to, for example, shifts in baseline environmental conditions or ecosystem succession that prevent return to the original state (28). Moreover, different mechanisms that underlie resilience, such as physiological plasticity, dispersal, and evolutionary adaptation, operate at different time scales (Fig. 3), which can influence the resilience of different groups of microorganisms with different life spans and also cause time lags between functional and compositional responses to disturbance.

In summary, as resilience remains a fuzzy concept, our recommendation would be to clearly define in each study what is meant by terms related to resilience. In this review we use the term resilience in the broadest sense to encompass the vast variety of definitions used in the literature (see the text) and mainly covers resistance, recovery, and engineering resilience, as the majority of studies in microbial ecology have focused on these metrics.

FIG 2 Conceptual overview of compositional and functional responses of microbial communities to a disturbance. Initially, both microbial community composition and function change in response to the disturbance, where resistance refers to the degree of initial change. Subsequently, four simplified scenarios for recovery are possible: A, complete recovery; B, only composition recovers but not function (physiological adaptation); C, only function recovers but not composition (functional redundancy); and D, no recovery. Resistance, recovery, recovery rate (engineering resilience), and temporal stability are 4 aspects that describe the overall compositional and functional resilience or stability of the community (25, 26) and are expected to be influenced by disturbance, community, and habitat properties that, in addition, also modulate effects of community assembly processes on resilience. In this review, the term microbial resilience is used in the broadest sense to encompass the vast variety of definitions used in the literature (see the text) and mainly covers resistance, recovery, and engineering resilience, as the majority of studies in microbial ecology have focused on these metrics.
WHAT MATTERS FOR MICROBIAL RESILIENCE?

Compositional resilience is influenced by properties of individual cells, populations, and communities (16), where lower level properties define aggregated properties at higher levels. Similarly, functional resilience is thought to be governed by properties that operate across three scales: the species level (e.g., sensitivity, growth rate, versatile physiology, and genetic variability), the community level (e.g., trait composition, functional redundancy, and network structure), and the landscape level (e.g., environmental heterogeneity and connectivity/dispersal) (16). Here, we focus on processes at the community and landscape levels that are relevant for the resilience of microbial communities in aquatic and terrestrial ecosystems with the overall aim to depict similarities as well as potential differences in the underlying mechanisms between these environments.

Microbial Community Assembly Processes

Patterns in ecological communities arise as a result of four processes: speciation, selection, dispersal, and drift (29). The unique combinations of these assembly processes influence not only the composition of microbial communities in time and space but also, in interaction with intrinsic community properties and traits (see below), their response to disturbances. Ecological drift is the stochastic change in the relative abundance of species due to chance variation among individuals (29). However, this process is difficult to quantify for microbial communities due to methodological issues and is often confused with apparently stochastic changes in taxonomic composition and interwoven with speciation and dispersal. Therefore, it will not be discussed further.

Diversification/speciation. Short generation time, high frequency of homologous recombination, gene exchange, gene loss, and mutations altogether with large population sizes are all key ingredients supporting diversification as a driver of microbial community composition following disturbance. All are, therefore, of importance for the compositional resilience of microbial communities. Diversification can be driven by the selection pressure of the disturbance itself, resulting in a process known as adaptive radiation in evolutionary biology. For example, the diversification of the ubiquitous phylum Thaumarchaeota was suggested to be coupled to pH adaptation in soils (30). Furthermore, diversification in the model bacterium Pseudomonas aeruginosa increased the functional resistance of biofilms to an oxidative stress compared to that of biofilms formed by mutants that were unable to diversify (31). This example supports the so-called “insurance hypothesis,” which predicts that communities that are more diverse are more likely to contain species that can cope with a disturbance and maintain functioning even if others fail (32). On the other hand, there are also examples where disturbance hinders diversification. For example, while increasing temperature promoted adaptive diversification in Pseudomonas fluorescens populations, low temperatures did not (33). Hence, it seems likely that the role of diversification for microbial resilience depends on the disturbance type.
**Selection.** Due to the wide and versatile metabolic diversity among microbial taxa, it is evident that selection is an important shaping force of microbial communities that will favor microorganisms able to withstand or adapt to a disturbance. The importance of selection in the functional response of microbial communities to disturbance is also intrinsically linked to the insurance hypothesis as explained above, so that taxa that are resistant to the disturbance increase in abundance and compensate for functions previously carried out by sensitive taxa. In the case of microbes, selection can apply not only to individual cells but also to genetic mobile elements, so that the horizontal transmission of genetic material can facilitate the rapid adaptation of microorganisms to new environmental conditions.
transfer of genes directly or indirectly contributes to resilience by accelerating adaptation of microbial communities to a disturbance (34). Particularly, metal resistance genes are often colocalized on plasmids within transposable and integrative mobile elements together with antibiotic resistance genes (35), and comparative genomic studies of *Rhodanobacter* strains from heavy-metal-contaminated groundwater showed evidence of lateral gene transfer and/or duplication of several metal resistance genes (36).

**Dispersal.** Microorganisms are well known for being capable of long-distance dispersal by wind blow, water flows, or hitchhiking on other mobile organisms (37), and dispersed microorganisms represent an important regional species pool that can colonize disturbed local ecosystems. Successful colonization can be facilitated if disturbances open up niches previously occupied by nonresistant microorganisms and thereby play an important role for functional resilience. In addition, dispersal can also enhance compositional recovery by reintroducing taxa that were lost after a pulse disturbance. For example, Székely and Langenheder (38) experimentally demonstrated that dispersal at an early stage of rewetting promoted recovery of water bodies by reintroducing bacterial taxa that were lost after drought episodes. Similarly, the resilience of bacterial communities in soil mesocosms exposed to thermal disturbances was shown to be enhanced by dispersal (39). However, it is difficult to distinguish the populations recovered through dispersal from those recovered by resuscitation of dormant organisms, and Sorensen and Shade (39) showed that both processes contribute to microbial resilience. Moreover, the effect of dispersal compensating for diversity losses may only be evident in communities of relatively low diversity (40), as the level of diversity of the native community has been shown to act as a barrier when there is competition for the same limiting resources (41). Therefore, it can intuitively be hypothesized that the importance of dispersal for microbial resilience is positively related to the biocidal impact of the disturbance (40, 42). Finally, the arrival order of immigrant species is also likely to be of importance for resilience due to priority effects, where species arriving first after a disturbance possibly drive successional trajectories of communities by hindering or facilitating the establishment of late-arriving species (43, 44).

**Microbial Community Composition**

There are several community properties and traits that can influence microbial resilience (16), and here, we summarize the effects of rarity, dormancy, growth strategies, and the taxonomic affiliations of community members (taxonomic composition) before we discuss biotic interactions.

**Rarity.** Microbial communities typically consist of many rare and few abundant taxa at any given point in time but are highly dynamic, so that even rarer subordinate taxa can become dominant when conditions turn out to be more favorable for them (45). As such, it has been proposed that disturbances would allow rare species to increase in abundance (16), which can therefore maintain ecosystem functioning assuming that rare species support important functions. Recently, Kurm et al. (46) tested experimentally whether rare taxa were more likely to increase in abundance than dominant taxa in response to various disturbances (e.g., copper addition, heat shock, drying-rewetting, and freeze-thawing). They found that only 1% of the rare taxa but 12% of the dominant taxa increased in abundance after disturbance, which does not support the idea that rare taxa are predominant drivers of microbial resilience.

**Dormancy.** The majority of fungi and several bacterial groups have the ability to enter dormant forms (e.g., cysts and spores); therefore, dormant microorganisms may play key roles in the recovery of microbial communities following disturbance by serving as “seed banks.” It has, for example, been shown that resuscitation of dormant taxa was key for community transition during a thermal disturbance and that both resuscitation of opportunistic taxa and immigration contributed to the recovery during secondary succession after the disturbances (39). Dormancy was also the main mechanism identified to be responsible for the resilience of eukaryotic microbial communities to drought in shallow freshwater ecosystems (47). The proportion of microorganisms capable to enter dormant forms after the first disturbance and thus are resistant to a
second disturbance can therefore also modulate the response of microbial communities to multiple disturbances.

**Growth strategies.** Taxa can be assigned as r and K strategists, where the former have faster growth and higher turnover rates than the latter (48). Due to their high growth rates, r strategists have the potential to recover quickly after disturbance and therefore contribute to resilience (49, 50). Accordingly, the relative abundance of r and K strategists was shown to partly explain the response of microbial community composition to climate change-related disturbances (51). For bacteria, it has been shown in pure cultures that the number of rRNA operons in bacteria is positively related to growth rates, and analyzing patterns in community-weighted mean 16S rRNA gene copies has therefore been applied as a method to directly quantify changes in growth strategies during postdisturbance succession (44, 52, 53). For example, in fire-affected soils, Kearns and Shade (53) not only showed that operon counts decreased at/during disturbance and then increased during recovery but also highlighted that operon counts need to be interpreted carefully, since there is limited information about how the growth strategies of most taxa relate to ribosomal operon counts in the environment.

**Taxonomic composition.** Differences in the taxonomic affiliation of community members can also influence microbial resilience, as they determine the cumulative number and identity of traits present in a community. Accordingly, the literature provides examples showing that different taxonomic groups of microorganisms (e.g., soil microbes and fauna) respond differently to the same disturbance (54, 55). In terrestrial ecosystems, several studies compared the resilience of fungi and bacteria. For example, fungal richness and evenness increased during drought and rapidly returned to normal levels after rewetting, whereas bacterial richness and evenness decreased and did not recover during the study period, which covered 2 months after the drought period (56). Moreover, networks of bacterial communities (see below) were more strongly affected than fungal networks. In contrast, Meisner et al. (57) showed that experimental drying and extreme rewetting events affected only 8% of prokaryotic, i.e., bacterial and archaeal, operational taxonomic units (OTUs) but up to 25% of fungal OTUs. The mechanisms behind these different responses remain unclear but might, for example, be influenced by differences in growth rates between bacteria and fungi in response to specific disturbance regimes or be related to differences in their life spans.

To which extent microbial community composition is important for ecosystem functioning in response to a disturbance is still debated (58), in particular, in relation to the concept of functional redundancy. Empirical evidence shows that higher phylogenetic dissimilarities among species within a community increases the probability of finding more species that can resist or recover from the disturbance, which can maintain ecosystem functioning. For example, using temperature and salt gradients as disturbances, Hallin et al. (59) demonstrated that the functional operating range was broader and denitrification rates faster in soil bacterial communities with the largest phylogenetic dissimilarity. Other studies have shown that differences in microbial community composition can explain differences in functional resilience between locations, suggesting a tight link between community composition and functional resilience. For example, community composition was the only variable among a range of biotic and abiotic environmental variables that accounted for functional resistance and engineering resilience to drought across a land-use gradient (60), although it was not important under undisturbed conditions. Similarly, resistance of multiple ecosystem functions linked to C, N, and P cycling to dry-wet cycles was regulated by microbial community composition across 59 dryland ecosystems (61).

Taking into account the temporal scale of microbial responses to disturbances might at least partly help to reconcile apparent discrepancies among studies investigating the impact of disturbances on community composition and functioning. For example, a mild disturbance is likely to initially affect microbial functions but not microbial community composition, whereas over a longer term, changes in community composition and deeper changes in functioning are likely to be found, as the
underlying mechanisms operate at different time scales (Fig. 3). Given that growth and turnover rates in most environments are in the range of days (62), a faster functional than compositional response is somewhat expected and was, for example, illustrated in a study that compared functional and compositional responses of microbial communities from a freshwater rock pool to salinity disturbance (63). However, a delayed compositional response is also often interwoven with methodological limitations, as the DNA-based molecular approaches used in most studies have the limitation that they include relic DNA, i.e., extracellular DNA of dead cells, which can account for approximately 40% of both prokaryotic and fungal DNA (64). This relic DNA can obscure disturbance effects, temporal patterns, and therefore relationships between microbial composition and functioning. Hence, there is clearly a need for more studies that use approaches that specifically target active microorganisms (e.g., see reference 39).

Biotic Interactions

Biotic interactions and disturbances. Microorganisms are known to interact with each other, which includes negative interactions, such as competition for space and resources, and positive interactions, such as the secretion of compounds that can promote the growth and survival of other cells around them (65–68). Therefore, a given disturbance will not only directly affect the fitness of susceptible taxa (i.e., those not resistant to the disturbance) but also indirectly affect the fitness of others that can resist the disturbance but interact with the susceptible ones (Fig. 4). This can lead to cascading effects and might even trigger secondary extinction (69). It can also explain some counterintuitive effects of disturbance leading to an increase in the abundance of some species as a consequence of the loss of a dominant competitor that could not withstand the disturbance (Fig. 4). In the case of multiple disturbances, the resulting communities might therefore be different depending on the connectedness of the affected species. Most disturbance studies do not distinguish such direct and indirect effects on microbes and only assess overall changes in community structure. As a consequence, both susceptible microorganisms and resistant microorganisms interacting with the susceptible ones are likely to be lumped together when long-term changes in community composition after disturbance are identified. One way to distinguish direct and indirect effects would be to monitor successional patterns at high temporal resolution after pulse disturbances, assuming that susceptible microorganisms respond first to the disturbance followed by those interacting with the susceptible taxa.

Co-occurrence networks. Microbial network analysis is increasingly used in microbial ecology to investigate associations between microorganisms within and across domains and is also employed to study the responses of microbes to disturbance (70). Hence, any change in network properties after disturbance might be due to changes in biotic interactions and/or selection effects associated with the disturbance if indirect links are not accounted for. Unfortunately, most often, putative interaction relationships in the inferred microbial association network lack further experimental evaluations. Network properties include several metrics, such as modularity, connectedness, and node centrality, that can have implications for microbial resilience. Seminal theoretical work in ecology predicted that more complex networks with a high number of interconnections are more likely to resist a disturbance. This view emerged from the early work of MacArthur (71) who concluded that stability increases as the number of species and interactions increases. Conversely, mathematical models demonstrated that network stability can decrease with diversity and complexity (71, 72). Furthermore, more recent theoretical work showed that higher connectedness decreased the modularity (which quantifies to what extent networks can be broken up into smaller components) and the engineering resilience of both trophic and mutualistic networks (73). While several theoretical articles have discussed the use of networks to assess the impact of a disturbance (74, 75), there are to date only few robust empirical studies that have linked network properties to microbial resilience. One example is a study that investigated the impact of drought in grassland mesocosms and revealed longer-lasting and stronger effects on
bacterial networks than on fungal networks (56). More specifically, connectedness and node centrality increased in bacterial networks in response to drought while modularity decreased, suggesting a lower stability of bacterial networks in response to a drought disturbance. In shallow freshwater ecosystems, warming was found to significantly increase network size and nestedness of planktonic and benthic communities (76). Furthermore, the benthic nodes appeared to be capable of coping with the disturbances (highest resistance) and had the lowest recovery, which could be related to differences in the scale of ecological processes occurring in this habitat compared to those in the planktonic community.

**Differences between Microbial Habitats**

There are differences in habitat properties that are potentially of importance for microbial resilience because they influence disturbance impacts as well as community properties and assembly processes. In particular, habitat-specific differences in spatial and temporal heterogeneity and trophic structure could result in different resilience
mechanisms. Here, we focus specifically on soil and pelagic (open water) systems as they are expected to differ most clearly in terms of the above-mentioned habitat properties. In this section, we therefore deliberately exclude microbial communities in sediments and biofilms in aquatic ecosystems from this comparison, as they might, in many ways, share more properties with soils than with pelagic systems.

**Spatial and temporal heterogeneity.** One obvious difference between soil and pelagic environments is that spatial complexity is much higher in the former due to the presence of soil particles of different sizes (77). Hence, soil microorganisms experience a spatially structured environment with a heterogeneous distribution of resources and inhabit water-filled channels in pockets created by the spatial structure of soil particles, roots, fungal hypha, and animal excavations (78). While pelagic microorganisms experience a comparatively homogenous environment and are dominated by free-living cells (79), most soil microorganisms live in close contact with surfaces where they form aggregates of cells and soil particles rather than being freely suspended in the soil water (80). It has also been suggested that such aggregates serve as “evolutionary incubators” that form spatially isolated units that separate microbial cells from influences of the surrounding soil matrix, including a barrier against effects of certain disturbances and dispersal (67). The greater spatial complexity and resulting large number of microenvironments has been suggested as the main reason behind the higher diversity in soils than in pelagic systems (68, 81), and the nutrient-depleted and stressful conditions that can arise within aggregates might also be one reason why dormancy is more common in soils than in pelagic systems (82). Aggregates might provide a shelter for microbial communities against outside disturbances because they create an effective diffusion barrier that reduces exposure to, for example, pollutants, or because cells in the center of aggregates are protected against predation (67). Even in pelagic systems, aggregates can be important, as it has been shown that particles serve as refuges from which bacteria can recolonize the water column after pulse disturbances (83). Furthermore, it has been shown that a spatially structured environment can increase population resistance to antibiotic pulses because of increasing phenotypic variation and metabolic interactions among subpopulations (84), and similar mechanisms could explain why the destruction of soil structure by shaking reduced both resistance and engineering resilience of microbial communities (85).

The spatial structure of soils also results in spatially fragmented disturbances compared to those in pelagic systems. This applies, in particular, to disturbances such as drought, fire-induced temperature increases, contamination, and salt intrusion because their effects depend on pore connectivity as well as soil depth. Modeling studies have shown that a high spatial fragmentation of a disturbance can increase both compositional and functional resilience (86–90) under a range of different conditions (e.g., disturbance frequencies and intensities), possibly resulting from increasing “edge effects,” where a closer distance between disturbed and undisturbed areas leads to more rapid recolonization of disturbed areas and a faster recovery of populations (91). This also shows that dispersal is a key process for the recovery of biodiversity from spatially structured disturbances and that soil conditions resulting in a more clustered occurrence of disturbances can therefore limit the recovery of microbial community composition and function in soils.

Ecosystems also experience temporal variability related to successional dynamics that could influence recovery and temporal stability by causing a change in baseline environmental conditions. Lakes, for example, often experience seasonal dynamics related to changes in temperature, light, and nutrient availability that could interfere with microbial resilience. Several studies that investigated the effect of extreme weather events (e.g., storms) or experimental water column mixing showed that microbial communities exhibit compositional and/or functional recovery within a few days or weeks (e.g., see references 45 and 92). However, continuous changes irrespective of recurring typhoons have also been shown in a study that analyzed metagenomes (93),
suggesting that seasonal changes can “overrule” effects of disturbances, at least in some cases.

One large-scale ecosystem property of particular importance in relation to spatio-temporal dynamics is water residence time (94), which reflects the turnover time of water in a water body or mass. Water residence time is important to understand both the persistence and impact of an extrinsic pulse disturbance (e.g., inflow of pollutants, salinization, and eutrophication) as well as dispersal rates into local habitats (95) as microbes move with the flow of water through space. External inflows as well as water column mixing often lead to rather large-scale community mixing, i.e., coalescence (96), events in pelagic environments that lack comparison in soils. Coalescence can be seen both as a potential disturbance (e.g., a change in abiotic or biotic conditions) and as a dispersal event that may promote recovery if it rapidly reintroduces a locally extinct species from an external dispersal source. Dispersal might, moreover, lead to the immigration of species that replace local species which became extinct in response to the disturbance, hence fostering community turnover. This might be one possible explanation why compositional turnover has been found to be higher in aquatic systems than in soils (97).

**Trophic structure and plant-microbe interactions.** One general difference between soil and pelagic microbial communities is the larger biomass of fungi in the former (81), which can have implications for resilience as discussed above. Moreover, in soils, interactions between primary producers, i.e., plants, and microbes are spatially decoupled, which can lead to indirect effects of aboveground disturbances that affect plants on microbial resilience. For example, some studies have shown that resistance and recovery of soil microbial biomass and community structure are more related to plant-induced changes than direct effects of drought disturbances on the soil microbiome (98, 99). Other results, however, suggest that direct disturbance effects on microbial physiology and soil chemical and physical conditions may be more important for changes in microbial community structure than changes in plant community structure predicted to result from climate change (100), so that there is a lack of consensus among studies. Finally, it has also been shown that differences in the resistance and recovery of different groups of microorganisms (bacteria and fungi) in response to drought depended on changes in plant community composition and physiology in response to the disturbances (101, 102).

In aquatic ecosystems, interactions between primary producers and heterotrophic bacteria are also commonly found (103, 104), and consequently, as in the case with plant-microbe interactions in soils, disturbances can affect the stability of the heterotrophic microbial community directly as well as indirectly. The latter might, for example, be found in cases where a disturbance selectively affects only the phytoplankton (e.g., changes in the light regime) and then propagates through the microbial food web (26, 75). Furthermore, it has also been shown that disturbance can change the interaction type between phytoplankton and heterotrophic bacteria from a symbiotic to a parasitic relationship when the algae become stressed (105). Due the “spatial co-occurrence” of different plankton groups, it remains, however, challenging to separate direct from indirect effects of disturbances on any particular “target organism group.”

**Predictions for habitat-specific differences in resilience mechanisms.** Resilience in aquatic and terrestrial ecosystems is often studied separately (16), and the need to apply a more integrative approach has been highlighted (20). Several properties discussed in the previous sections that influence resilience differ between the edaphic and pelagic ecosystems, including greater diversity, dormancy (68, 82), and fungal abundance (81) but lower community turnover rates (106) in soils than in pelagic systems. From this we can, for example, hypothesize that community turnover should be more important for functional resilience in pelagic systems, whereas the insurance effect should be more important in soils, as their diversity is greater. Another prediction is that refuges offered by aggregates and biotic interactions play a more important role for soil than pelagic microbial resilience. Finally, we could expect that the
contribution of dormancy to resilience, where microorganisms resuscitate from local seed banks, is more important in soils, whereas dispersal from external sources is more important in pelagic systems, at least when relatively large spatial scales are studied. Testing these admittedly bold predictions could be conducted using experimental studies that manipulate spatial heterogeneity and retention time (ideally both), as these are the two major overarching environmental characteristics that modulate effects of community and disturbance properties as well as assembly processes that influence microbial resilience. Moreover, experiments that compare the effects of the same type of disturbance on terrestrial and aquatic communities at the same time are needed. For example, Röhl et al. (107) compared the effects of short-term inundations/floodings on terrestrial and aquatic microeukaryote communities in freshwater mesocosms designed to represent river flood plains, where both ecosystems are intermittently connected by flooding intensity and frequency. They found that soil community composition was resilient, whereas aquatic community composition was not. These authors suggested that this was because particle suspension from soil to water resulting from flooding increased aquatic nutrient levels and caused a more persistent change in aquatic communities than in terrestrial communities. This study exemplifies that feedback between disturbance type and the properties of the microbial communities needs to be considered for a holistic understanding of resilience across ecosystems.

In summary, there is a growing consensus that microbial resilience is influenced by the interplay of a variety of properties and mechanisms that operate at different spatial and temporal scales and directly or indirectly affect different microbial community members. However, studies investigating the impact of disturbances on microbial communities seldom embraced this complexity and most often focused on one or two microbial kingdoms (mostly bacteria and/or fungi) and different ecosystems separately. This most likely conditioned a skewed and deformed understanding of how the same type of disturbance can affect the microbial communities as a whole (i.e., the blind men and the elephant paradox). Hence, there is a clear need for a more holistic assessment of microbial resilience that also includes other groups of the microbiota, including, e.g., viruses and protists. Currently, these limitations, together with differences in the experimental design between studies, make it difficult to decipher whether the observed differences in responses between studies were due to differences in physiology/traits of the microorganisms in the studied habitat or differences in the intensity/frequency/nature of the disturbance(s) applied, as this can also affect microbial resilience.

**MULTIPLE DISTURBANCES AND MICROBIAL RESILIENCE**

In the past years, we have witnessed more frequent extreme weather conditions due to climate change. Intensive anthropogenic activities are also increasing, subjecting ecosystems to disturbances not only of greater magnitude but also of increasing frequency, which is raising concerns about the capacity of ecosystems to absorb multiple disturbances. This is all the more important because there is potential for emerging interactions with the effects of subsequent disturbance events when ecosystems are exposed to several disturbances in a relatively short period of time (108). In other words, the legacy of an initial disturbance might alter the impact of the following disturbance, and the combined effects of multiple disturbances will be different than the sum of their individual effects. For example, meta-analyses revealed that the outcome of multiple disturbance interactions was typically nonadditive, i.e., combined effects could not be predicted based on single disturbance effects in approximately three-fourths of the studies (109, 110). Such interactive effects can have positive or negative feedbacks on resilience and trigger shifts to alternative stable states, therefore making predictions of ecosystem trajectories more uncertain (111–113). Modeling of soil microbial resilience also confirmed the importance of historical contingencies related to previous disturbances (114). A recent article by Rillig et al. (6) showed that the majority of studies investigated at the most two combined disturbances, with approximately 80%
of studies focusing on only a single disturbance. Therefore, understanding the effects of multiple disturbances remains an important contemporary challenge for microbial ecologists (113). Addressing it requires disaggregating compounded disturbances into their constituent drivers, i.e., nature, intensity, frequency, and chronology (Fig. 5). The importance of disturbance intensity has been intensively studied for single disturbances and is tightly connected to the intermediate disturbance hypothesis (IDH) (115), which predicts that the highest biodiversity will occur at moderate disturbance (intensities and frequencies); therefore, disturbance intensity will only be discussed briefly here.

### Nature of Compounded Disturbances

Microbial assemblages in all ecosystems undergo disturbances that can disrupt their structure and their physical environment. Odum (116) hypothesized that chronic (press or persistent) stress may have a different effect than acute (pulse or transient) stress that is quickly followed by recovery. This led a few years later to the distinction between pulse and press perturbations by Bender et al. (117), with a pulse disturbance being short-term and finite and a press disturbance being long lasting. Glasby and Underwood (118) also emphasized the importance of distinguishing the cause and the effect of disturbance, because, for example, a pulse disturbance might cause a press effect and vice versa. A literature survey by Shade et al. (16) showed a trend that microbial

![FIG 5 Conceptual framework illustrating the importance of the inherent characteristics of disturbance sequences for microbial resilience (stability).](image-url)
communities may be more resilient after a pulse disturbance than after a press disturbance and highlighted a knowledge gap in our understanding of the response of microbial communities to combined disturbances and, specifically, to those combining both pulses and press disturbances.

**Multiple disturbances of the same nature.** It is commonly assumed that previous disturbance would result in an attenuated response of microbial communities to subsequent disturbances of the same nature. This could be due to enhanced physiological tolerance or adaptation, for example, based on modifications of the bacterial membrane or changes in the transcriptional regulation (119). Other possible mechanisms comprise community selection, where the disturbance acts as a filter, and long-term microbial evolution, where beneficial mutations (especially in the case of elevated mutation rates, i.e., hypermutability) confer tolerance to populations that have previously experienced the disturbance (120). On the other hand, a strong filtering effect of the disturbance can also have a merely ecological "knockout effect" and lead to loss of species, which could decrease resilience to the subsequent disturbance.

Since drought periods are predicted to intensify with global warming, the response to repeated drought pulse disturbances has been widely investigated in soil. Drought constrains substrate diffusion, leading to resource limitation and reduced microbial abundance and activity, and possibly induces dormancy (104, 121, 122). Drying also induces various protection mechanisms such as biofilm formation or osmolyte accumulation to reduce the internal water potential to avoid dehydration. Upon rewetting, microbes must rapidly release the accumulated osmolytes to maintain osmotic equilibrium. Several studies showed that exposure to repeated drought disturbance can increase resistance, whether of microbial community composition (123), phylogenetic diversity (124), or growth and activity (125, 126). Similar responses to repeated heat disturbances have also been observed (127). However, there are also studies that show that exposure to repeated disturbances does not lead to adaptation of the microbial community. For example, exposure of lake sediments and paddy soil to a new desiccation event did not show that disturbance history had an effect on the response of methanotrophs (128). Thus, a legacy effect of repeated drought disturbances is not consistently found and appears to differ depending on land use and soil type (129–132). Moreover, different responses are also found between different groups of organisms and functional responses. For example, previous drought reduced the resilience of bacteria and Prostigmata after a second drought, whereas it increased resilience of Mesostigmata, Oribatida, and Astigmata (101). Kaisermann et al. (133) found that respiration and dissolved organic carbon and ammonium concentrations but not bacterial and fungal community composition were affected by drought history in grassland soil. In contrast, shifts in bacterial community composition but not in taxonomic diversity and richness were observed after repeated dry-wet cycles (129).

A typical example of a multiple-press disturbance that is ubiquitously present in terrestrial and freshwater ecosystems is contamination by toxic compounds, such as heavy metals, due to both natural and anthropogenic releases from agriculture, urbanization, mining, and industry. Microbes have evolved various mechanisms to counteract the toxic effects of heavy metals, and heavy-metal contamination is therefore a good example of a press disturbance that should lead to adaptation/tolerance. For example, Tilli et al. (134) showed that resistance to copper, zinc, or arsenic increased when preexposing biofilm communities to the same metal. They also found clear evidence of co-resistance between different metals, and both phototrophic and heterotrophic communities that were preexposed to copper were more resistant to a subsequent zinc disturbance than an undisturbed community and vice versa (134). Similarly, in soil microcosms, initial exposure to a heavy metal increased the resistance and resilience of microbial activities to subsequent disturbance by a different contaminating metal (135, 136). Coresistance between different metals, however, does not always occur (134). Moreover, whether the metal disturbance is due to an abrupt or gradual increase in soil heavy-metal concentration has been shown to be important for
microbial communities only in the short term. Thus, gradual and abrupt copper disturbance led to initial differences in bacterial community composition and respiration, but communities in both systems appeared to converge once copper concentrations were equal (137).

**Multiple disturbances of different natures.** While compounded disturbances of the same nature are predicted to lead to some adaptation, microbial communities recovering from an initial perturbation are predicted to be more susceptible to a novel disturbance of a different nature (127). Calderón et al. (5) showed that exposure of soil microcosms to sequences comprising three different types of pulse disturbances (e.g., freeze-thaw, heat-drought, and anoxia) led to lower resilience in bacterial community structure and soil functions than in microcosms exposed to the same repeated disturbance. Similarly, exposure of lake sediments and paddy soil with contrasted desiccation history, to either desiccation alone or combined with a heat shock, led to differences in methanotrophic community composition and activity, with a lower and slower recovery after the heat shock in the case of the lake sediment (128). Initial exposure to a press disturbance such as heavy-metal contamination is also likely to negatively affect the response of microbial communities to a subsequent novel disturbance, since exposure to contaminants requires reallocation of more energy to detoxification, damage repair, and tolerance, which therefore can make it harder for microbes to cope with an additional disturbance. Thus, exposure to heavy-metal contamination reduced microbial respiration and led to a larger shift in bacterial and archaeal community composition in two soils subjected to dry-wet cycles (138, 139). On the other hand, support also exists for the prediction that communities preexposed to disturbance are more resilient to a new type of disturbance, due to cotolerance to multiple stressors (140) or acquired stress resistance (141), where the previous disturbances activate different cellular stress response mechanisms that “prepare” them for additional disturbances. In one example, experimental warming differently increased the functional tolerance of heterotrophic communities in freshwater ecosystems to copper disturbance, even though the response differed between functions (142). Another study showed that an initial pH change increased the resistance of cell-specific extracellular enzyme activities and the engineering resilience of cell-specific bacterial production in bacterial freshwater communities exposed to a salt disturbance, while community composition was not affected (143). Likewise, exposure to a pH disturbance of a freshwater bacterial community that was previously exposed to sequences of temperature pulse disturbances of different intensities increased the resistance and recovery of bacterial carbon production and extracellular enzyme activities but did not affect composition (144).

The effects of the combination of multiple disturbances on soil functions and microbial diversity was recently investigated by Rillig et al. (6). Increasing the number of simultaneous disturbances from 1 to 10 caused increasing directional changes in the response of soil fungal diversity as well as soil processes. Interestingly, some response variables were resistant until 8 or more disturbances were combined, which illustrates how challenging it is to predict the effects of multiple disturbances, especially when sequences of pulse and press disturbances are mixed.

**Intensity and Frequency of Disturbances**

Disturbances can cause secondary successions of microbial communities, including shifts in their composition and diversity. This also means that a new disturbance may affect communities differently depending on their autogenic succession phase, which can be affected by both the intensity and frequency of recurring disturbances. The time lag between disturbances may also determine whether or not there is sufficient time for dispersal and colonization of the disturbed local ecosystem from the regional species pool. Whether a new disturbance event occurs during the recovery from a previous disturbance may therefore modulate the microbiome’s response to a new disturbance. Jurburg et al. (145), for example, showed that secondary succession after disturbance can affect bacterial communities in soil for at least 25 days, during which communities might be more susceptible to a new disturbance. Another study
highlighted that disturbance intensity can influence compositional and functional resilience in response to recurring temperature pulse disturbances applied at the same frequency (144). Repeated exposure to stronger temperature pulses attenuated decreases in bacterial richness and evenness and led to differential functional responses depending on the type of function: while resistance and recovery of bacterial abundance and carbon production tended to decrease after several disturbances, the activities of extracellular enzymes increased over time as the community accumulated a disturbance history. Hence, this example shows that microbial resilience in response to new disturbances not only depends on disturbance intensity but can also differ depending on the response variable.

How the time interval between disturbances (Fig. 5) moderates ecosystem responses likely also depends on the nature of the disturbance (Fig. 5). For compounded disturbances of different natures, a longer interval between disturbances may help microbial communities to cope with the new disturbance, while longer intervals between similar disturbances may produce the opposite pattern (145). In support of the latter, Seneviratne and Marschner (146) found increased differences in soil respiration and mineral nitrogen availability compared to those in the control with increasing time interval between two heating events. Resilience may in fact reach a tipping point when disturbances increase in frequency (147), as has been shown in freshwater rock pools where there were stronger effects on bacterial community composition with increasing frequencies and reduced time intervals of salt disturbance (63). In many studies, the time interval between disturbances is negatively related to the number of disturbance events (147), and overall, surprisingly few studies have examined the importance of the time interval between disturbances on microbial resilience independently of disturbance frequency, which highlights a research gap to be addressed in future studies.

Chronological Order of Disturbances

Experimental approaches that manipulate disturbances in a factorial manner to rigorously test for effects of disturbance chronology are even rarer than intensity and time interval studies. Generally, disturbance B occurring after disturbance A might place a microbial community in a different position on its adaptive trajectory compared to that for the situation where disturbance A occurs after B (Fig. 4). This could be caused by various higher order interactions such as, for example, changes in community composition or physiology. Calderón et al. (5) examined whether the responses of soil microbial community composition and function differed when subjected to series comprising the same three pulse disturbances (freeze-thaw, heat, and anoxia) that were applied at the same frequency and intensity but in a different chronological order. The disturbance chronology affected bacterial community composition and determined the aggregated impact on ecosystem properties and functions (Fig. 6). Disturbance chronology had a large impact on several ecosystem properties such as NH$_4^+$ concentration and abundance of various N-cycling microbial communities as well as bacterial phylogenetic diversity and richness. Approximately 30% of the observed variance in the aggregated ecosystem impact was linked to shifts in bacterial community composition (5), whereas the importance of physiological plasticity or adaptation remained unknown.

In summary, there is a large disparity in results between different studies, which often, but not always, show that disturbance legacies are important for the compositional and functional resilience of microbial communities. This lack of consistency might have various reasons. First, biotic and abiotic differences in the studied ecosystems in relation to the underlying mechanisms highlighted in the previous section (see also Shade et al. [16]) might explain diverging results. Moreover, inconsistent results among studies may also simply reflect differences in disturbance properties, i.e., the frequency, intensity, and/or chronology of the disturbances, which highlights the need to explicitly consider all inherent characteristics of a disturbance sequence. The role of biotic interactions such as mutualisms or competition between microbial species has also been largely overlooked in microbial resilience studies and is likely even more important in the case of multiple disturbances (see Fig. 4). Biotic interactions can
potentially also modulate microbial community resilience by determining the strength of priority effects. Thus, the specific order by which microbial species arrive by dispersal or resuscitate from dormancy may influence the establishment success of later arriving/resuscitating species and therefore community resilience (e.g., Svoboda et al. [148]).

CONCLUSIONS AND FUTURE DIRECTIONS

Undoubtedly, addressing how disturbances affect microbial communities has received increasing interest during the last 2 decades. Much has been learned about the responses of the microbiota to a large variety of disturbances in diverse ecosystems. Conceptual, theoretical, and modeling frameworks have also been proposed to understand the mechanisms driving these changes in microbial communities facing global change factors or anthropogenic contamination. It is clear that disturbances have detrimental effects on the diversity and composition of microbial communities that can impair their ability to perform crucial ecosystem functions involved in biogeochemical cycling. As such, the recovery of microbial communities from disturbance is a
key part in the fate of multifunctionality and the delivery of ecosystem services. Unique features of microbes, e.g., gene transfer, dormancy, dispersal abilities, or speciation rate, underpinning microbial community assembly are intrinsically linked to microbial resilience. Comparing microbial resilience across ecosystems allowed us to identify specific properties that differ along scales of spatial and temporal heterogeneity. This might be used to establish a general conceptual framework to gain a holistic understanding about microbial resilience across ecosystems and that further reflects the scale-dependency of resilience mechanisms and disturbance properties in time and space. Moreover, the indirect effects of disturbances on ecological interactions between microorganisms belonging to different kingdoms (viruses, bacteria, archaea, fungi, protists, etc.) are only beginning to be understood. The rapid advances in high-throughput sequencing, database coverage, and network inference algorithms are now transforming the field (149) and will allow us to address the importance of community composition across domains, rare taxa, dispersal, or biotic interactions as well as the identity of the key traits driving microbial resilience.

Although important insights have been obtained, our ability to predict the direction and the magnitude of microbial and ecosystem responses to global change has not really improved. This task is even more challenging considering that the large majority of studies focused on one or two global change drivers, while ecosystems are increasingly exposed to multiple disturbances, which are not only more frequent but also have more different natures. Although they work in unison, the effects of the disturbance nature and, to a lesser extent, intensity have been widely investigated, while data on disturbance frequency and chronology are underrepresented. A more detailed examination of the interplay between the different inherent characteristics should be the next step to improve our understanding and ability to predict the impact of multiple disturbances. Disentangling and quantifying the relative importance of the main disturbance characteristics can be challenging due to the explosion of factors that need to be considered if assessed in full factorial experiments. Another key consideration for future studies is to also measure responses at different time scales to be able to properly capture the resistance, recovery, engineering resilience, and other resilience and stability descriptors of multiple organisms and habitats in response to multiple disturbances.

Hence, microbial ecologists are facing a key challenge to include all this complexity in future designs of experimental and observational studies, but there are several promising ways ahead to do so. First, innovative experimental designs can be applied. For example, Rillig et al. (6) used an experimental design based on approaches widely used in studies that address biodiversity ecosystem functioning relationships, where a species pool is selected at random for each level of diversity, which prevents the inflation of treatments (150). In their case, they randomly selected global change drivers, rather than species, to show that increasing the number of simultaneous global change factors resulted in increasing directional changes in microbial processes and communities. Second, the application of a minimum reporting standard in disturbance investigations to promote consensus and compliance among researchers carrying out future studies would be another important step in improving our ability to integrate invaluable information collected from different sources (151). Third, related to this, coordinated experiments that apply the same standardized operating procedures, including experimental setup, treatments, and analysis methods, would be highly valuable as well. This approach is, for example, successfully used in the Nutrient Network (www.nutnet.org) and Zostera Experimental Network (http://zenscience.org/), which focus of herbaceous grassland and eelgrass communities, respectively. Applying similar collaborative approaches also offers great promise to study the resilience of microbes across spatial and temporal scales.
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